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Outline 

› How do we find the useful patterns?

› Association rule mining

› High-utility itemset mining

› Utility-Driven Mining Techniques  

› Data-type-oriented models

› Constraint-based models

› Big and dynamic data models 

› Projects in progress for ML/DL

› SPMF project, CoBotAGV project

› Conclusions and future works
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What is the interesting patterns

› There can be millions or billions of patterns from a large database

› Interestingness measures are used to select interesting patterns: 

› support, confidence, life, up-to-date, utility, periodic timestamp, 

correlation, importantness, weight, statistical significance, etc.

› To efficiently find patterns, strategic data mining is designed to avoid 

considering all possibilities

› Effectiveness and efficiency
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Introduction of background 

› Why do we need data mining?
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Analytics, prediction, recommendation…etc. 



The role of data mining
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Useful patterns

Mass data

Preprocess data

Knowledge and strategy

Data Information

Data Mining



Frequent itemset mining

› Apriori algorithm (proposed by Agrawal et al. in SIGMOD1993)

› FP-growth algorithm (Han et al., 2004)

› FIM/ARM is a fundamental research topic in DM

› Many real-world applications, such as market basket analysis
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Bread

Milk

IF bread is bought

THEN milk is bought

minsup

minconf

TID Items

T1 milk, bread, cookies, beverage

T2 milk, bread, cookies

T3 bread, cookies, beverage

T4 milk, bread

T5 milk, bread



An example of frequent itemset mining
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Transaction Items

T1 {a, b,  c, d}

T2 {a, b}

T3 {a, d, e}

T4 {a, b, d, e}

Minsup = 2

A transaction database

Itemset Support

{a} 4

{a, b} 3

{a, b, d} 2

… …

frequent itemsets

Output:

Input:



Possible solutions 

› The naïve approach

› scan the database to calculate the frequency of each possible itemset

› {a}, {a,b}, {a,c}, {a,d}, {a,e}, {a,b,c}, {a,b,d}, {a,b,e}…

{b}, {b, c}, ….  {c}, {c,d}, {c,e} … {d}, {d,e},{e}

… {a,b,c,d,e}

› But if 𝒏 items, then 𝟐n − 𝟏 possible itemsets.

2500 = 3273390607896141870013189696827599152216642046043064789

48329136809613379206376147488327009232590415715088668412756007100921725654

5885393053328527589376→ This approach is inefficient
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Apriori property 

Property (monotonicity)

Let two itemsets be X and Y. If X ⊂ 𝐘, then the support of Y is less than or equal to the 

support of X.
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Transaction items

T1 {a, b,  c, d, e}

T2 {a, b, e}

T3 {c, d, e}

T4 {a, b, d, e}

Example

The support of {a,b} is 3.

Thus, supersets of {a,b} 

have a support ≤ 3.

(abc:1), (abcd:1), (abd:2)….etc.



Introduction of utility mining

› Traditional FIM or ARM only handles binary dataset

› In real-life situations

› Different weight, interestingness, importance…etc.

› Incomplete information may have wrong decision 

› An itemset with high support may have low utility

› Basket Analytics 

› Each item has a distinct price/profit

› Each item in a transaction is associated with a distinct quantity
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Items Frequency Profit

Diamonds Low High

Clothes High Low



What is high-utility itemset mining?
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$ 2 * 100 = 200

$ 1500 * 2 = 3000

coffee beer diamond … …

$5 $2 $1500 … …

Not only for basket analytics, but also in other applications 

(recommendation, prediction,…etc.)



What is high-utility itemset mining?

› High Utility Itemset (HUI)

› Each item has a weight/unit profit and can appear more than once in each transaction 

(purchase quantity)

› The utility of an itemset is measured by the unit profit and purchase quantity (e.g., profit 

of the itemset)

› An itemset is a HUI if its utility is no less than a user-specified minimum utility threshold 

(priori knowledge)
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High-Utility Itemsets

{BD}:30, {BCD}:34

minUtil = 30

Transactional Database

Item Profit

A 5

B 2

C 1

D 2

TID Transaction

1 (A,1)(C,1)(D,1)

2 (A,1)(B,2)(C,1)(D,6)

3 (B,4)(C,3)(D,3)

4 (B,2)(C,2)



High-utility itemset mining
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Input

a transaction database                             a unit profit table

minutil: a minimum utility threshold  set by the user   (a positive integer)

Output: All high-utility itemsets (itemsets having a utility ≥ 𝑚𝑖𝑛𝑢𝑡𝑖𝑙)

For example, if minutil = 33$,  the high-utility itemsets are:

{b,d,e}     36$   

2 transactions

{b,c,d} 34$

2 transactions

{b,c,d,e}   40$

2 transactions

{b,c,e} 37 $

3 transactions



Utility calculation
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The utility of the itemset {b,d,e} is calculated as follows:

Input

a transaction database                             a unit profit table



A difficult task!

Why? the utility measure does not hold the 

monotonic property 
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u({b,d,e}) =  36$

u({b,c,d,e}) =  40$

u({a,b,c,d,e,f}) = 30 $

Minutil = 38

(b, c, d, e) would not be found



The utility-driven data mining framework

› Data-type-oriented models

› Sensor or IoT data

› Temporal data

› Sequential data

› Constraint-based models

› Weight and correlation 

› Individualized evaluation

› Big and dynamic data models

› Dynamic situation

› Insertion, deletion, modification

› Stream data 

› Large-scale, heterogenous, multi-source data

17

Utiliverse



Proposed framework
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Data-type-oriented models 

Constraint-based models

Big and dynamic data models

HUIM under various

data types

HUIM under various

constraints

HUIM under

dynamic 

database

Bottom to Up!!!



What is important in mining progress

› Effectiveness

› Data-type-based

› New pattern development 

› Constraint-based

› More specific consideration

› Efficiency 

› Mining performance

› Data structure

› Apriori

› Projection

› Tree

› List-based

› Pruning strategy 

› Downward closure property 

› Handling large-scale data
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4 different proposed models 

› Data type is vey various

› Temporal/recency 

› Multi-dimension

› Uncertain 

› Sequence 
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Data level (1) – Recency 

1. Wensheng Gan, Jerry Chun-Wei Lin*, Han-Chieh Chao, Philippe Fournier-Viger, XuanWang,
and Philip S. Yu, “Utility-Driven Mining of Trend Information for Intelligent System,” ACM
Transactions on Management Information Systems, Vol. 11(3), Article No.14, 2020

2. Wensheng Gan, Jerry Chun-Wei Lin*, Jiexiong Zhang, Hongzhi Yin, Philippe Fournier-Viger,
Han-Chieh Chao, and Philip S. Yu, “Mining Across Multi-Dimensional Sequences,” ACM
Transactions on Knowledge Discovery from Data, Vol.15(5), Article No.:82, 2021 (SCI,
JCR:Q2, IF:2.713)

3. Wensheng Gan, Jerry Chun-Wei Lin, Han-Chieh Chao, Athanasios V. Vasilakos, and Philip S.
Yu, “Utility-driven Data Analytics on Uncertain Data,” IEEE Systems Journal, Vol. 14(3), pp.
4442–4453, 2020 (SCI, JCR:Q2, IF:3.921)

4. Gautam Srivastava, Jerry Chun-Wei Lin*, Alireza Jolfaei, Yuanfa Li, and Youcef Djenouri,
“Uncertain-Driven Analytics of Sequence Data in IoCV Environments,” IEEE Transactions on
Intelligent Transportation Systems, Vol. 22(8), pp. 5403–5414, 2021 (SCI, JCR:Q1, IF:6.492)
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Recency factor

› More recent patterns could make more significant contributions

› More recent transactions and the items within them are more important  
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Techniques 

› 4 Pruning strategies to respectively

improve the mining performance by

reducing the number of redundant 

and unpromising patterns in the 

early stage  
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Data level (2) – Multi-dimension

1. Wensheng Gan, Jerry Chun-Wei Lin*, Han-Chieh Chao, Philippe Fournier-Viger, XuanWang,
and Philip S. Yu, “Utility-Driven Mining of Trend Information for Intelligent System,” ACM
Transactions on Management Information Systems, Vol. 11(3), Article No.14, 2020

2. Wensheng Gan, Jerry Chun-Wei Lin*, Jiexiong Zhang, Hongzhi Yin, Philippe Fournier-Viger,
Han-Chieh Chao, and Philip S. Yu, “Mining Across Multi-Dimensional Sequences,” ACM
Transactions on Knowledge Discovery from Data, Vol.15(5), Article No.:82, 2021 (SCI,
JCR:Q2, IF:2.713)

3. Wensheng Gan, Jerry Chun-Wei Lin, Han-Chieh Chao, Athanasios V. Vasilakos, and Philip S.
Yu, “Utility-driven Data Analytics on Uncertain Data,” IEEE Systems Journal, Vol. 14(3), pp.
4442–4453, 2020 (SCI, JCR:Q2, IF:3.921)

4. Gautam Srivastava, Jerry Chun-Wei Lin*, Alireza Jolfaei, Yuanfa Li, and Youcef Djenouri,
“Uncertain-Driven Analytics of Sequence Data in IoCV Environments,” IEEE Transactions on
Intelligent Transportation Systems, Vol. 22(8), pp. 5403–5414, 2021 (SCI, JCR:Q1, IF:6.492)
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Multi-dimension data

› We have multi-dimension data in the real world 

25

Transfer to the binary representation of the categorical data



Techniques 

› Take the sequence data into the account in the mining progress

› Lexicographic (LS)-tree

› Projection model to clearly discover the required patterns

› Simplified the database 

› 2 theorems presented here to maintain the correctness and its mining efficiency 
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Data level (3) – uncertain data 

1. Wensheng Gan, Jerry Chun-Wei Lin*, Han-Chieh Chao, Philippe Fournier-Viger, XuanWang,
and Philip S. Yu, “Utility-Driven Mining of Trend Information for Intelligent System,” ACM
Transactions on Management Information Systems, Vol. 11(3), Article No.14, 2020

2. Wensheng Gan, Jerry Chun-Wei Lin*, Jiexiong Zhang, Hongzhi Yin, Philippe Fournier-Viger,
Han-Chieh Chao, and Philip S. Yu, “Mining Across Multi-Dimensional Sequences,” ACM
Transactions on Knowledge Discovery from Data, Vol.15(5), Article No.:82, 2021 (SCI,
JCR:Q2, IF:2.713)

3. Wensheng Gan, Jerry Chun-Wei Lin, Han-Chieh Chao, Athanasios V. Vasilakos, and Philip S.
Yu, “Utility-driven Data Analytics on Uncertain Data,” IEEE Systems Journal, Vol. 14(3), pp.
4442–4453, 2020 (SCI, JCR:Q2, IF:3.921)

4. Gautam Srivastava, Jerry Chun-Wei Lin*, Alireza Jolfaei, Yuanfa Li, and Youcef Djenouri,
“Uncertain-Driven Analytics of Sequence Data in IoCV Environments,” IEEE Transactions on
Intelligent Transportation Systems, Vol. 22(8), pp. 5403–5414, 2021 (SCI, JCR:Q1, IF:6.492)
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Uncertain data 

› Data is not always precise or clean 

› Probability of temperature 

› Close to window

› Close to heater 

28



Techniques 

› 6 pruning strategies to reduce the size of the promising patterns

› Unpromising ones will be removed 

› EUCS (estimated utility co-occurrence structure) helps to remove k>=3-patterns
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Data level (4) – sequential data

1. Wensheng Gan, Jerry Chun-Wei Lin*, Han-Chieh Chao, Philippe Fournier-Viger, XuanWang,
and Philip S. Yu, “Utility-Driven Mining of Trend Information for Intelligent System,” ACM
Transactions on Management Information Systems, Vol. 11(3), Article No.14, 2020

2. Wensheng Gan, Jerry Chun-Wei Lin*, Jiexiong Zhang, Hongzhi Yin, Philippe Fournier-Viger,
Han-Chieh Chao, and Philip S. Yu, “Mining Across Multi-Dimensional Sequences,” ACM
Transactions on Knowledge Discovery from Data, Vol.15(5), Article No.:82, 2021 (SCI,
JCR:Q2, IF:2.713)

3. Wensheng Gan, Jerry Chun-Wei Lin, Han-Chieh Chao, Athanasios V. Vasilakos, and Philip S.
Yu, “Utility-driven Data Analytics on Uncertain Data,” IEEE Systems Journal, Vol. 14(3), pp.
4442–4453, 2020 (SCI, JCR:Q2, IF:3.921)

4. Gautam Srivastava, Jerry Chun-Wei Lin*, Alireza Jolfaei, Yuanfa Li, and Youcef Djenouri,
“Uncertain-Driven Analytics of Sequence Data in IoCV Environments,” IEEE Transactions on
Intelligent Transportation Systems, Vol. 22(8), pp. 5403–5414, 2021 (SCI, JCR:Q1, IF:6.492)
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Sequence data 

› Sequence plays an important rule in pattern analysis 

› DNA analysis, Web usage analysis…etc. 

› Also consider the uncertain characteristic of the data 
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Techniques 

› Satisfy two criteria 

› Utility threshold 

› Uncertain threshold

› 2 algorithms with 2 data chain 

structures 

› 4 theorems to hold the 

correctness

› Upper-bound values 

› 6 pruning strategies 
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3 different proposed models 

› Constraint-based model

› Individualized thresholds evaluation

› Multi-objective mining progress

› occupation constraint (other extensions…)
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Constraint-based level (1) – individualized threshold

1. Wensheng Gan, Jerry Chun-Wei Lin*, Jiexiong Zhang, and Philip S. Yu, “Utility Mining Across 
Multi-Sequences with Individualized Thresholds,” ACM Transactions on Data Science, Vol. 1(2), 
Article No 8, 2020

2. Wensheng Gan, Jerry Chun-Wei Lin*, Philippe Fournier-Viger, Han-Chieh Chao, and Philip S. Yu, 
“Beyond Frequency: Utility Mining with Varied Item-Specific Minimum Utility,” ACM Transactions 
on Internet Technology, Vol. 21(1), Article No. 3, 2021 (SCI, JCR:Q1, IF:3.135)

3. Jimmy Ming-Tai Wu, Qian Teng, Gautam Srivastava, Matin Pirouz, and Jerry Chun-Wei Lin*, “The 
Efficient Mining of Skyline Patterns from a Volunteer Computing Network,” ACM Transactions on 
Internet Technology, Vol. 21(4), Article No.:89, 2021, (SCI, JCR:Q1, IF:3.135)

4. Wensheng Gan, Jerry Chun-Wei Lin*, Philippe Fournier-Viger, Han-Chieh Chao, and Philip S. Yu, 
“HUOPM: High Utility Occupancy Pattern Mining,” IEEE Transactions on Cybernetics, Vol. 50(3), 
pp. 1195–1208, 2019 (SCI, JCR:Q1, IF:11.448)
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Individualized threshold concept 

› Single minimum utility threshold 

› Assume all items have the same nature and/or have similar utilities 

› Not true 

› In many applications, some items bring very high utility in the data, while others utilities are 
relatively lower 

› Rare item problem: 

› If minUtil is set too high, those HUIs that involve relatively low-utility items will not be found. 
To find HUIs that involve both high-utility and relatively low-utility items, minUtil has to be set 
very low. This may cause combinatorial explosion problem
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Techniques 

› Different items cannot be treated with an uniform threshold for the evaluation 

› A MMU-table 

›

›

36



Technique (1) 

› A utility-array is used to keep more information

› A LS-tree is applied here for handling the sequence issue
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Technique (2)  

› Link-list structure 

› EUCS

› Estimated utility co-occurrence structure 

› 2 pruning strategies

› Based on TWDC
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Constraint-based level (2) – skyline  

1. Wensheng Gan, Jerry Chun-Wei Lin*, Jiexiong Zhang, and Philip S. Yu, “Utility Mining Across 
Multi-Sequences with Individualized Thresholds,” ACM Transactions on Data Science, Vol. 1(2), 
Article No 8, 2020

2. Wensheng Gan, Jerry Chun-Wei Lin*, Philippe Fournier-Viger, Han-Chieh Chao, and Philip S. Yu, 
“Beyond Frequency: Utility Mining with Varied Item-Specific Minimum Utility,” ACM Transactions 
on Internet Technology, Vol. 21(1), Article No. 3, 2021 (SCI, JCR:Q1, IF:3.135)

3. Jimmy Ming-Tai Wu, Qian Teng, Gautam Srivastava, Matin Pirouz, and Jerry Chun-Wei Lin*, “The 
Efficient Mining of Skyline Patterns from a Volunteer Computing Network,” ACM Transactions on 
Internet Technology, Vol. 21(4), Article No.:89, 2021, (SCI, JCR:Q1, IF:3.135)

4. Wensheng Gan, Jerry Chun-Wei Lin*, Philippe Fournier-Viger, Han-Chieh Chao, and Philip S. Yu, 
“HUOPM: High Utility Occupancy Pattern Mining,” IEEE Transactions on Cybernetics, Vol. 50(3), 
pp. 1195–1208, 2019 (SCI, JCR:Q1, IF:11.448)
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Multi-objective mining progress

› It is possible to consider more than one factor

› Instead of utility, frequency or other factors (i.e., uncertainty) is also interesting to be 

considered in the mining progress

› Sometimes, the objectives could have the trade-off relationship

› Cost and distance to the city

40

price

Location to downtown

Which one is better? Set of skyline solutions 



Techniques 

› Utility and quantity are both considered 

41



Constraint-based level (3) – occupation 

1. Wensheng Gan, Jerry Chun-Wei Lin*, Jiexiong Zhang, and Philip S. Yu, “Utility Mining Across 
Multi-Sequences with Individualized Thresholds,” ACM Transactions on Data Science, Vol. 1(2), 
Article No 8, 2020

2. Wensheng Gan, Jerry Chun-Wei Lin*, Philippe Fournier-Viger, Han-Chieh Chao, and Philip S. Yu, 
“Beyond Frequency: Utility Mining with Varied Item-Specific Minimum Utility,” ACM Transactions 
on Internet Technology, Vol. 21(1), Article No. 3, 2021 (SCI, JCR:Q1, IF:3.135)

3. Jimmy Ming-Tai Wu, Qian Teng, Gautam Srivastava, Matin Pirouz, and Jerry Chun-Wei Lin*, “The 
Efficient Mining of Skyline Patterns from a Volunteer Computing Network,” ACM Transactions on 
Internet Technology, Vol. 21(4), Article No.:89, 2021, (SCI, JCR:Q1, IF:3.135)

4. Wensheng Gan, Jerry Chun-Wei Lin*, Philippe Fournier-Viger, Han-Chieh Chao, and Philip S. Yu, 
“HUOPM: High Utility Occupancy Pattern Mining,” IEEE Transactions on Cybernetics, Vol. 50(3), 
pp. 1195–1208, 2019 (SCI, JCR:Q1, IF:11.448)
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Occupation

› Occupation 

› On which mobile Apps do the customers spend most of their data traffic

› Utility occupation

› In a purchase behavior (i.e., a  transaction), which item does the 

customer spend most of the cost? 

› u(X, Tq)/tu(Tq) in a range of [0, 1]

› Instead of the only high-utility measure 

43

Which categorical app you spend 

the most money



Techniques 

› Based on the occupation, several strategies are designed

› UO-list + FU-table 

› 3 pruning strategies 
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Big and Dynamic Models 

› Data is dynamic changed 

› Insert, delete or modify

› Data is a streaming type

› Data is distributed

› Large-scale data 
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TID Transactions

T11 (B:5), (C:2), (D:5)

T12 (B:3), (D:3)

Insertion

TID Transactions

T1 (A:6)

T2 (B:1), (D:5)

… …….

T9 (A:2), (C:2), (E:3)

T10 (B:4)

A B C D E

$6 $2 $15 $7 $10



3 different proposed models 

› Big and dynamic data models

› Streaming data

› Large-scale data

› Data fusion 
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Big and Dynamic Models (1) – dynamic data

1. Yoonji Baek, Unil Yum, Heonho Kim, Hyoju Nam, Hyunsoo Kim, Jerry Chun-Wei Lin, Bay Vo, 
and Witold Pedrycz, “RHUPs: Mining Recent High Utility Patterns with Sliding Window based 
Arrival Time Control over Data Streams,” ACM Transactions on Intelligent Systems and 
Technology, Vol. 12(2), Article No. 16, 2021 (SCI, JCR:Q1, IF:4.654)

2. Gautam Srivastava, Jerry Chun-Wei Lin*, Xuyun Zhang, and Yuanfa Li, “Large-Scale High-
Utility Sequential Pattern Analytics in Internet of Things,” IEEE Internet of Things Journal, 
Vol. 8(16), pp. 12669–12678, 2021 (SCI, JCR:Q1, IF:9.471)

3. Jerry Chun-Wei Lin*, Youcef Djenouri, Gautam Srivastava, Yuanfa Li, and Philp S. Yu, 
“Scalable Mining of High-Utility Sequential Patterns with Three-Tier MapReduce Model,” ACM 
Transactions on Knowledge Discovery from Data, 2021 (SCI, JCR:Q2, IF:2.713)

4. Gautam Srivastava, Jerry Chun-Wei Lin*, Matin Pirouz, Yuanfa Li, and Until Yun, “A Pre-large 
Weighted-Fusion System of Sensed High-Utility Patterns,” IEEE Sensors Journal, Vol. 
21(14), pp. 15626–15634, 2021 (SCI, JCR:Q2, IF:3.301)
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Data stream

48



Techniques 

› Damped factor for 

old and new slide 

window 

› Update the built 

structure accordingly 
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Big and Dynamic Models (2) – large-scale data

1. Yoonji Baek, Unil Yum, Heonho Kim, Hyoju Nam, Hyunsoo Kim, Jerry Chun-Wei Lin, Bay Vo, 
and Witold Pedrycz, “RHUPs: Mining Recent High Utility Patterns with Sliding Window based 
Arrival Time Control over Data Streams,” ACM Transactions on Intelligent Systems and 
Technology, Vol. 12(2), Article No. 16, 2021 (SCI, JCR:Q1, IF:4.654)

2. Gautam Srivastava, Jerry Chun-Wei Lin*, Xuyun Zhang, and Yuanfa Li, “Large-Scale High-
Utility Sequential Pattern Analytics in Internet of Things,” IEEE Internet of Things Journal, 
Vol. 8(16), pp. 12669–12678, 2021 (SCI, JCR:Q1, IF:9.471)

3. Jerry Chun-Wei Lin*, Youcef Djenouri, Gautam Srivastava, Yuanfa Li, and Philp S. Yu, 
“Scalable Mining of High-Utility Sequential Patterns with Three-Tier MapReduce Model,” ACM 
Transactions on Knowledge Discovery from Data, 2021 (SCI, JCR:Q2, IF:2.713)

4. Gautam Srivastava, Jerry Chun-Wei Lin*, Matin Pirouz, Yuanfa Li, and Until Yun, “A Pre-large 
Weighted-Fusion System of Sensed High-Utility Patterns,” IEEE Sensors Journal, Vol. 
21(14), pp. 15626–15634, 2021 (SCI, JCR:Q2, IF:3.301)
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Techniques (1)

› MapReduce structure to handle the IoT data

› Apriori-like MapReduce model
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Techniques (2)

› 3-tier structure for the high-utility sequential pattern mining

› List-based model for performance improvement 
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Big and Dynamic Models (3) – data fusion

1. Yoonji Baek, Unil Yum, Heonho Kim, Hyoju Nam, Hyunsoo Kim, Jerry Chun-Wei Lin, Bay Vo, 
and Witold Pedrycz, “RHUPs: Mining Recent High Utility Patterns with Sliding Window based 
Arrival Time Control over Data Streams,” ACM Transactions on Intelligent Systems and 
Technology, Vol. 12(2), Article No. 16, 2021 (SCI, JCR:Q1, IF:4.654)

2. Gautam Srivastava, Jerry Chun-Wei Lin*, Xuyun Zhang, and Yuanfa Li, “Large-Scale High-
Utility Sequential Pattern Analytics in Internet of Things,” IEEE Internet of Things Journal, 
Vol. 8(16), pp. 12669–12678, 2021 (SCI, JCR:Q1, IF:9.471)

3. Jerry Chun-Wei Lin*, Youcef Djenouri, Gautam Srivastava, Yuanfa Li, and Philp S. Yu, 
“Scalable Mining of High-Utility Sequential Patterns with Three-Tier MapReduce Model,” ACM 
Transactions on Knowledge Discovery from Data, 2021 (SCI, JCR:Q2, IF:2.713)

4. Gautam Srivastava, Jerry Chun-Wei Lin*, Matin Pirouz, Yuanfa Li, and Until Yun, “A Pre-large 
Weighted-Fusion System of Sensed High-Utility Patterns,” IEEE Sensors Journal, Vol. 
21(14), pp. 15626–15634, 2021 (SCI, JCR:Q2, IF:3.301)
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Distributed environments 
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Techniques 

› Information loss for the straightforward integration 

› Based on a threshold value 

› Utilize the weighted models

› Apply the pre-large concept to keep the potential HUIs

› Reduce the rescanning step of DB 
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Other selected papers in utility-oriented mining  

› Usman Ahmed, Jerry Chun-Wei Lin*, Rizwan Yasin, Youcef Djenouri, and Gautam Srivastava, “An 
Evolutionary Model to Mine High Expected Utility Patterns from Uncertain Databases,” IEEE Transactions 
on Emerging Topics in Computational Intelligence, Vol. 5(1), pp. 19–28, 2021

› Jimmy Ming-Tai Wu, Jerry Chun-Wei Lin*, and Ashish Tamrakar, “High-Utility Itemset Mining with Effective 
Pruning Strategies,” ACM Transactions on Knowledge Discovery from Data, Vol. 13(6), Article No. 58, 
2019 (SCI, JCR:Q2, IF:2.713)

› Heonho Kim, Unil Yun, Bay Vo, Jerry Chun-wei Lin, and Witold Pedrycz, “Periodicity-Oriented Data 
Analytics on Time Series Data for Intelligence System,” IEEE Systems Journal, 2020 (SCI, JCR:Q2, 
IF:3.921) 

› Wensheng Gan, Jerry Chun-Wei Lin*, Jiexiong Zhang, Hongzhi Yin, Philippe Fournier-Viger, Han-Chieh
Chao, and Philip S. Yu, “Mining Across Multi- Dimensional Sequences,” ACM Transactions on 
Knowledge Discovery from Data, Vol. 15(5), Article No.:82, 2021 (SCI, JCR:Q2, IF:2.713)

› Heonho Kim, Unil Yun, Bay Vo, Jerry Chun-Wei Lin, and Witold Pedrycz, “Periodicity-Oriented Data 
Analytics on Time Series Data for Intelligence System,” IEEE Systems Journal, 2020 (SCI, JCR:Q2, 
IF:3.921)

› Wensheng Gan, Jerry Chun-Wei Lin*, Jiexiong Zhang, Philippe Fournier-Viger, Han-Chieh Chao, 
and Philip S. Yu, “Fast Utility Mining on Sequence Data,” IEEE Transactions on Cybernetics, Vol. 
51(2), pp. 487–500, 2021 (SCI, JCR:Q1, IF:11.448)
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