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Forecasting of Energy Consumption

1. Some problems may be detected during scheduled checks

2. Others have to be found by different means

3. Telemetry is used for this purpose

4. Forecasting of energy consumption is the first step for the anomaly detection



Forecasting of Energy Consumption

1. Anomaly detection can be formulated as a one-class classification

2. Machine Learning models are learned with data considered as normal

3. Models are evaluating unseen data and compute an anomaly score

4. The evaluation is often the difference between forecasted and actual values



Data Sets

1. Formica-1 (2022): 9 trials, 

avg. seq. length 1600 pts, 34 features

2. Husky A200 (2021): 92 trials (113 sequences), 

avg. seq. length 4200 pts, 22 features

3. IEEE Battery (2020): 72 sequences, 

4k-56k seq. length, 13 features



Machine Learning Models

1. LSTM cells (1- and 2-layer architectures)



Machine Learning Models

2.  GRU units (1- and 2-layer architectures)



Machine Learning Models

3. and 4.  BiLSTM and BiGRU (1- and 2-layer architectures)



Numerical Experiments

1. Goal – forecast of power consumption signal based on other telemetry signals

2. Evaluation metrics

1. Mean Square Error (MSE)

2. Mean Absolute Error (MAE)

3. Mean Absolute Percentage Error (MAPE)



Numerical Experiments

Step 1 – Identification of model and training scheme

1. 8 different architectures (LSTM, GRU, BiLSTM, BiGRU; 1- and 2-layers)

2. Different history length (10-190 points, step 20)

3. 3 data sets

4. 240 trainings in total

5. Result – best architectures and history length for each data set



Numerical Experiments

Step 2 – Input signals correlation

1. Power consumption singal depends on the other signals to a very different level

2. Common approach – well-built deep network can learn all dependencies…

3. … with huge cost: increased data, computing power, and time requirements

4. Pearson’s correlation coefficients between power consumption and other signals

5. Result – thresholds set (0.05, 0.1, 0.2, 0.3, 0.4) to reduce number of input signals



Numerical Experiments

Step 3 – Feature selection research

1. Subsets of features created based on identified thresholds (Formica-1 – 4 subsets, 

Husky A200 – 4 subsets, IEEE Battery – 3 subsets)

2. 3 best models from step 1 for each data set were selected

3. 33 additional trainings performed



Numerical Experiments

Final results…



Numerical Experiments

Final results…

Improvement Formica-1 Husky A200 IEEE Battery

MSE 2% 44% 13%

MAE 9% 28% 17%

MAPE 26% 41% 19%

Prediction time 8% 7% 6%

No. of model params. 9% 7% 16%



Conclusions and future work

1. Usage of LSTM, GRU, BiLSTM, BiGRU models for energy consumption prediction

2. Forecasting works well for all data sets

3. Feature selection – generalization, processing time, and size of the final model

1.   Increase forecasting results (with historical energy consumption – optional)

2.   Enlarge Formica-1 data set (additional signals and scenarios)

3.   Further reduce of processing time and size of the model (knowledge distillation)

4.   Research on anomaly detection based on previous research
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Federated Learning for AGV Anomaly 
Detection



Distributed architecture with AI on the 
on-board IoT devices



Experiment

Effectiveness of the local model
for the virtual client 1

Effectiveness of the local model
for the virtual client 2

Effectiveness of the local model
for the virtual client 3

Effectiveness of the global
model
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Client/Metric MSE MAPE RMSE

Local Model Client 1 39,97 6.02% 6,32

Local Model Client 2 4,74 1.91% 2,18

Local Model Client 3 11,81 3.02% 3,44

Global model (FL) 9,43 2.4% 3,07
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