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Agenda
Researce propose

Part 1. Data mining

1. Determine and collect the correlated parameters

2. Padding the lost data, allocating and fixing the incorrect data

3. Data normalization (bringing it to the range from 0 to 1)

Part 2. Build the ANN model

1. Choosing the type of the artificial neural network (ANN) for the forecast 

2. Train and test the ANN

Part 3. Battery voltage fall forecast

1. Split data to the statical and dynamical parameters sets for the ANN inputs and outputs

2. Normalize all data [0,1]

3. Build the ANN model

4. ANN training and testing

5. ANN battery voltage forecast

6. Comparison the really measured battery voltage with the forecasts are obtained based on the 
statistical, and the ANN methods

Future research planning



Part 1. Data mining

Determine and collect the correlated parameters

•Pearson's correlation coefficient

•Spearman's rank correlation coefficient

•Kendall correlation



•

Pearson's correlation coefficient

1 indicates a strong positive relationship;

-1 indicates a strong negative relationship;

0  indicates the absence of the relationship.



Pearson's correlation coefficient

17.06.2022y. Original data. AGV with no load

Normalized data
to the range 
from 0 to 1.
(no load on AGV)



01.07.2022 y. Original data AGV with load (600 kg.)

•

Pearson's correlation coefficient

Normalized data (range from 0 to 1) AGV with load (600 kg.)



Spearman's rank correlation coefficient

• 1 if the observations have similar ranks;

• -1 low when the observations have the different ranks.



Spearman's rank correlation coefficient

17.06.2022y. Original data. AGV with no load

Normalized data
to the range 
from 0 to 1.
(no load on AGV)



Spearman's rank correlation coefficient

01.07.2022 y. Original data AGV with load (600 kg.)

Normalized data (range from 0 to 1) AGV with load (600 kg.)



Kendall correlation

Tests the association between paired samples 

using the Pearson, Kendall, or Spearman methods



Kendall correlation

Normalized data
to the range 
from 0 to 1.
(no load on AGV)

17.06.2022y. Original data. AGV with no load



01.07.2022 y. Original data AGV with load (600 kg.)

Kendall correlation

Normalized data (range from 0 to 1) AGV with load (600 kg.)



10.06.2022 y. AGV with no load

Correlated parameters



01.07.2022 y. AGV with load (600 kg.)

Correlated parameters



1. 2. Padding the lost data, allocating and recovering

the incorrect data

In scope of the data padding

• Nans where replaced with the previous values 

• Accidental peaks suppression: values that exceed the 1.5 

variances (e.g. RMSE) are replaced with the moving average 

value

• Trimming the start and end values in the time window range

• Bringing data to the range from 0 to 1



17.06.2022 y. AGV with no load

Original data

Accidental peaks suppression whose values exceed the 1.5 variances



17.06.2022 y. AGV with no load

Original data

Accidental peaks suppression whose values exceed the 1.5 variances



01.07.2022 y. AGV with load (600 kg.)

Original data

Accidental peaks suppression whose values exceed the 1.5 variances



1. 3. Data normalization 

• bringing to the range from 0 to 1

• transfer to the initial range of values



Data padding and normalization

17.06.2022 AGV no load



Data padding and normalization

01.07.2022 y. AGV with load (600 kg.)



2.1. Choosing the type of artificial neural network 

for the forecasting 

The structure of the ANN

In the experimental way I 
determined the ANN 
parameters:

• Input layer: 12 neurons 
per input parameter

• Hidden layer: 8 neurons 
per output parameter

• Output layer: 1 neuron 
per output parameter



Model ANN

Input signals: momentary current consumption, momentary power consumption,

momentary energy consumption

Concatenate|Input(12, … , 12) Output(1, … , 1)

Dense|Input(12) Output(1) Dense|Input(12) Output(1)…

GlobalMaxPooling 1D|Input(12) 
|Output(1)

GlobalMaxPooling 1D|Input(12) 
|Output(1)

…



Training and testing the ANN 

(17.06.2022 y. AGV with no load )

Mean absolute percentage error (%) Learn Predict

with normalize 0.0170 0.0319

without normalize 0.0092 0.0072



2.2. Training and testing the ANN 
(17.06.2022 y. AGV with no load, normalized)

Mean absolute percentage error (%) Learn Predict

• Momentary current consumption 2.6173 3.1815

• Momentary power consumption 2.3812 3.0477

• Momentary energy consumption 3.0108 4.9233



Training and testing the ANN 
01.07.2022 y. AGV with load (600 kg.), normalized

Mean absolute percentage error (%) Learn Predict

Momentary current consumption: 7.1547 9.6943

Battery cell voltage: 0.029 0.005



Training and testing the ANN 

01.07.2022 y. AGV with load (600 kg.), normalized

Mean absolute percentage error (%) Learn Predict

Momentary energy consuption: 0.5906 0.5294 

Momentary power consuption : 0.4874 0.5216



the blue - is the measured samples from the training set.

the green - ANN test on the learning data set

the red - ANN test on the testing data set

the yellow - forecast result using the window time shifting 

method and the trained ANN model over the testing data 

set

17.06.2022 y. AGV with no load

Mean absolute percentage error (%) Predict Forecast

Momentary current consumption   5.0599 4.5306

Momentary power consumption 6.0693        4.48156

Momentary energy consumption   3.1116 3.3868



01.07.2022 y. AGV with no load

Mean absolute percentage error (%) Predict Forecast

Momentary current consumption  11.3120 14.1028

Momentary power consumption 8.8401 16.3657



Part 3. Battery voltage fall forecast

• Split data to the static and dynamic parameters sets 

for the ANN inputs and outputs

• Normalize all data [0,1]

• Build the ANN model

• ANN training and testing

• ANN battery voltage forecast

• Comparison the really measured battery voltage with 

the forecasts obtained based on the statistical, and the 

ANN methods



3.1. AGV pass A-> C-> D-> B



3.2 Static parameters for 

ANN inputs  (22.06.2022 y.)
STATIC PARAMETERS =  ['Segment', 

'Samples count', 'Duration', 'Voltage delta']

PREDICTED PARAMETERS = ['Start 

segment voltage']



3.3. Normalize all data [0,1]



3.4. ANN model
The number of neurons

• Input layer - 12 neurons per input 
parameter,

• Hidden layer 2 neurons per output 
parameter

• Output layer -1 per output
parameter

Input parameters when AGV 
enters the sector:

• Segment, 
• Samples count, 
• Duration, 
• Voltage delta, 
• Start segment voltage

Output parameter when AGV 
leaves the sector

• Start segment voltage



3.5. ANN training and testing 

Learn mean absolute percentage error 2.9388 %; 



3.6. ANN Forecast



3.7. Forecast Results Comparison 



Results
Data mining phase:

• using the correlation analysis the most valuable parameters for the AGV power

consumption are determined;

• algorithms for the insufficient data padding and the spontaneous data peaks allocation

and fixing are developed;

• methods for the data normalization, renormalization, and denormalization are

designed;

Battery discharge prediction:

• two “multiparameter ANN in the time-window shift mode” - based approaches are

proposed:

1. having the diagnostic parameters changes history the problem of their behavior

forecasting for the given future time-period is solved;

2. (we developed the new approach) having the per segment averaged diagnostic

parameters changes history, the battery cell voltage forecast problem is solved

when the following sequence of the AGV path segments is given;

• the optimal ANN-models parameters were determined in an experimental way

• simple battery cell voltage prediction algorithm, based on the statistically averaged

data, were used to compare the results.



Conclusions

• In the 1st approach, we obtained good enough results in the

forecasting the diagnostic parameters behavior for the next 25mins,

having the 100mins of the historical data

• In the 2nd approach, we obtained good enough results in the

forecasting the Battery cell voltage after AGV pass the path of 21

following segments, having the averaged historical data for the

previous 150 segments path;

• Compared the ANN based predictions results to the real measured

data (on the ANN-test data set) and to the Statistical-based forecast

results via the visual charts comparision and via the RMSE – errors

calculations, and compared the calculation time: The ANN-based

forecasts are more accurate than the statistical-one, but needs

significantly more time for calculations.



Further research

1. Extend the parameters set is used to train and test 

ANN

2. Developed the measurement principles and 

approaches to create the training data sets and 

perform the necessary measurements

3. Investigate using the non-iterative ANNs to reduce 

the training and prediction time

4. Created software code optimization to work in real 

conditions on AGV.


